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In the research areas that I know best from my own work 
– philosophy of science and certain areas of cognitive sci-
ence – science communication is not a prominent top-

ic. In recent times I have been involved in the activities of a 
panel on science communication promoted by Compagnia 
di Sanpaolo and coordinated by the association Frame from 
Turin, and I’ve come to the conclusion that such inattention 
is largely mutual: in current (and sometimes intense) discus-
sions on science communication, its nature and methods, 
specific references to philosophy of science and to cognitive 
science are fairly rare. This does not have to be a problem, of 
course. But I happen to think that one could profitably give a 

closer look at the connection and gain further insight, even 
starting from rather basic notions and findings.

In selecting some illustrations in support of this sug-
gestion, I took two recent contributions as a point of depar-
ture. The first one is by Antonio Gomes da Costa, Director of 
Science Mediation and Education at Universcience in Paris, 
to which both Cité des Sciences et de l’Industrie and Pal-
ais de la Découverte belong. Da Costa’s article, published in 
February 2019 on Exsite (webpage of the European Network 
of Science Centres and Museums) provides an updated and 
challenging outlook on a well-known and controversial is-
sue, namely, the role and limits of so-called “deficit model” 

Knowledge, cognition,
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to understand the relationship between citizens and the 
sciences (Gomes da Costa 2019). The author of the second 
short article that I’ll consider later, on the other hand, is 
indeed a philosopher and a most influential one: Timothy 
Williamson from Oxford University. For some of our current 
matters of concern, the title of Williamson’s piece (pub-
lished on the New Statesman) go straight to the point:

The plane – and natural 
interpretations

An airplane is flying at constant velocity and constant 
altitude. The airplane drops down a big metal sphere. Ques-
tion: what is the shape of the falling trajectory of the sphere? 
At the beginning of the 1980ies, experimental psychologist 
Michael McCloskey and his collaborator asked this same 
question to dozens of university students. Thirty-six percent 
of them drew the trajectory as in the D quadrant in Figure 1, 
thus adopting a physical theory where the principle of inertia 
does not apply. Eleven percent of the responses were like in 
quadrant C: how should they be understood? According to 
Paolo Bozzi (Bozzi 1990, p. 37), the C interpretation is nothing 
but D as viewed from a person who is sitting on the airplane. 
So the “Aristotelian” responses (namely, C and D taken to-
gether) would involve 47% of the participants. Response B — 
chosen by 13% of the participants — has a “pre-modern” fea-
ture, too, for here an inertial effect arises, but the downward 
component of motion is meant to have constant velocity. 
Finally, 40% of the participants drew a trajectory akin to the 
picture in quadrant A, approximately parabolic, thus in line 
with modern physical theory. Among these people, howev-
er, one could still sometimes find the idea that the position 
of the sphere when touching ground would be significantly 

“In the post-truth world, we need to remember 
the philosophy of science: From climate change 

to vaccination scares, what non-scientists 
believe about science is literally a matter of life 

and death”.

(Williamson, 2019)

Insights
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behind the position reached by the airplane meanwhile (Mc-
Closkey 1983, pp. 302-304).

Findings like McCloskey et al.’s (1983) on “naïve 
physics” illustrate an important phenomenon. Apparently, 
this has been disregarded not only by advocates of so-
called “deficit model” but also in many critical reactions to 
the deficit model approach — or so I want to argue. Let me 
explain better.

Following Gomes da Costa (2019), one can see critics 
of the deficit model pointing out (quite appropriately) that 
“the ‘public’ is not an empty vessel needing to be filled” 
with adequate scientific knowledge. Challenging this idea, 
opponents of the deficit model have often emphasized 
that non-scientists might have an amount of legitimate 
and relevant “lay knowledge” from sources outside a formal 
scientific approach. In line with metaphorical discourse, 
this viewpoint seems to suggest a “mixture model”: two 
containers would now be involved, both of which full of 
information (scientific and lay knowledge, respectively), 
although markedly different in format and kind. Effective 
science communication would then amount to combining 
these two types of contents without misrepresenting or 
dismissing any of them, allowing instead for constructive 
interaction so that a more advanced form of shared 
knowledge can emerge.

Figure 1.1: Taken from McCloskey (1983), p. 303.

Insights
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Surely there are cases in which this pattern prevails 
(say, some health policy matters) and indeed such cases 
highlight certain shortcomings of the deficit model, sug-
gesting a more symmetric and participatory route to shar-
ing scientific contents. The airplane example above, how-
ever, indicates that in many circumstances the limitations 
of the deficit model arise in quite different respects, and 
this is the first key point I want to make in this contribution. 
As concerns problems that science can frame and address 
effectively (like the trajectory of a falling object), the hu-
man mind is not an empty vessel – very true – not so much 
because it harbors alternative, valuable, and compatible 
contents, but rather because it spontaneously generates 
intuitive solutions that systematically clash with our best 
available scientific understanding. Lacking a better label, I 
will call such intuitively plausible but scientifically unsound 
solutions “natural interpretations” (the term is borrowed 
from Feyerabend 1975, but the idea is only partly related).

Natural interpretations are not a form of “non-scien-
tific knowledge” because (to put it crudely) they are usually 
false. Nonetheless, I would like to emphasize why they de-
serve careful and specific consideration. Importantly, such 
consideration is unlikely to arise in either the deficit model 
or in some kind of “mixture model”, although for different 
and perhaps opposite reasons. 

To begin with, natural interpretations are not alien to 
the sciences themselves, and especially not to their history. 
In many respects, the most staggering aspects in the 
evolution of the sciences imply a stepwise process in which 
natural interpretations are overturned time and again (a 
pattern tracing back at least to the age of Plato and Aristotle). 
The example of how Galileo had to confront the “tower 
argument” put forward by the “Aristotelians” of his time 
regarding the motion of the Earth (see again Feyerabend 
1975 for a classic discussion) is an effective illustration, but 
by no means the only or even the oldest one. So whenever 
natural interpretations hinder appropriate reception of 
certain parts of modern or contemporary science, one can 
often discern a repetition of fragments of the history of the 
relevant scientific discipline. It follows that some substantial 
knowledge of the history of a given science may be an 
important tool for effective communication of its contents 
– a tool, one should add, that is rarely offered to the experts 
themselves in their education.

So in order for science to grow, scientists of the past 
had to find out (often with difficulty) how certain natural 
interpretations of phenomena were mistaken. Ideally, com-
municating science to citizens (non-scientists) today would 
then imply that they be given the same opportunity. This 
also means that manners of aloofness or condescension by 
the experts — which can arise all too easily — should be 

Insights
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clearly avoided. The outcome here is the same as when 
non-scientific lay knowledge is invoked and emphasized, 
but the starting point and implications are different in im-
portant ways. The idea is to understand and to convey ex-
plicitly the role of natural interpretations, which leads to a 
style of science communication focused not only on vali-
dated scientific information but also as much as possible 
on the relevant processes whereby such information is 
achieved. And here again, I would like to stress that we’re 
dealing with a motivation which is specific and distinct as 
compared to others (more common and still legitimate, of 
course) having to do, for instance, with story-telling as a po-
tentially effective tool in the communication of science.

Finally, natural interpretations are, well, natural: their 
existence is by and large predictable and widespread. To 
illustrate, I’ve employed one single classic example con-
cerning so-called naïve physics (see Kubriche, Holyoak, and 
Hongjing 2017, for a more recent discussion), but I happen 
to believe that the same phenomenon shows up across 
a wide range of disciplinary fields (see Carlisle and Shafir 
2005 for a different kind of example). Occasionally, natural 
interpretations partly survive even among experts: think 
of the true or alleged finalistic residuals in theoretical dis-
cussions in evolutionary biology, and how difficult it is to 
spot them and uncover their mistaken implications. Even 
more common is for an expert in discipline X to be misled 

by natural interpretations when s/he addresses a different 
discipline Y. And, well, for our current purposes, the study of 
science communication too — as challenging and embry-
onic as it may be — is itself a scientific discipline!

The hand of cards –
and reasoning biases

You are playing cards with your friend David. The 
game is uncertain and engaging, and it’d be very useful 
for you to know whether David’s hand includes an ace. 
Consider the following propositions, and assume you know 
that one and only one of them is true (you do not know 
which one, though); the other is false.

1. If there is a king in David’s hand of cards, 
then there is an ace.

2. If there is no king in David’s hand of cards, 
then there is an ace.

Insights
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What can you conclude?
A. In David’s hand of cards there is an ace.
B. In David’s hand of cards there is no ace.
C. In David’s hand of cards there might or might  
 not be an ace.

This puzzle was devised by cognitive psychologists 
Phil Johnson-Laird and Fabien Savary about twenty years 
ago (Johnson-Laird and Savary 1999). It is a kind of pure 
reasoning task: it has almost nothing to do with what 
we may know or believe in matters of science, history, or 
anything else. What did Johnson-Laird and Savary find 
out? That most people pick up response A. (What did you 
choose?) That’s incorrect, however. Here is why, in brief. Let 
us suppose that David’s hand does in fact include a king 
and moreover that (1) is the false statement: then we can 
not conclude that an ace is the hand, there might well be 
none. The same happens in case no king is in the hand and 
(2) is the false statement is.1 Sounds easy, right?

If you think that the logical problem of the hand of 
cards is but a puzzle for brainiacs, well, you may be taking 

it too easy. I’ve chosen this example because it’s relatively 
quick to explain and less popular than others, but the 
related research tradition has piled up a massive amount of 
findings supporting a very clear insight: human rationality 
is significantly limited and imperfect. True, people cope 
quite well in many ordinary circumstances through 
reasoning shortcuts (“heuristics” in the relevant scientific 
terminology). But when compliance with sharper reasoning 
principles is required, then intuitive missteps are frequent 
and systematic, even if — that’s important — the needed 
factual information is available and no exogenous pressure 
is interfering. (Among many references, one must at least 
mention Kahneman 2012.)

So the prevailing mistake in the cards example is a 
“logical illusion” akin to other well-known phenomena. 
The most widely known is perhaps so-called confirmation 
bias (actually a cluster of related but distinct cognitive 
mechanisms, see Nickerson 1998). Importantly, cognitive 
errors are labelled cognitive because they’re meant to 
be widespread. Surely, there are important interaction 
between the contents available to people and the cognitive 

 1.  Once response A is ruled out, C may seem to be the right answer. 
This conclusion is reasonable for many plausible interpretations of statements 
(1) and (2). To be precise, however, the matter is a bit more complicated. If we 
understand (1) and (2) in terms of the usual conditional connective of classical 
propositional logic, then the only sound response is B, as surprising as this may 
appear. In fact, by this interpretation of “if…, then…”, a conditional statement is 

true unless the antecedent is true and the consequent is false. As a consequence, 
the presence of an ace in David’s hand would immediately make both (1) and (2) 
true. But we know that only one of them is true, so there cannot be an ace in the 
hand! For the rest, it all depends on the king: if one is in the hand, then (1) will be 
false and (2) true; and if no king is in the hand, then the other way around.

Insights
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paths that they pursue (accordingly, such interactions, too, 
are topics of careful investigation in current research). Yet, 
as far as we know, susceptibility to systematic reasoning 
biases is not automatically removed by any specific domain 
knowledge. In fact, the most spectacular achievements of 
the sciences were not accomplished because cognitive 
biases magically vanish among scientists, but rather 
despite their persistence. Science represents a paradigm 
of rationality just because it features a collection of 
procedures and tricks aimed at reducing the errors arising 
from misleading intuitions and potentially biased patterns 
of inference (exemplars of such procedures are, of course, 
mathematical proof and controlled experimentation).

How is all this related with the deficit model and 
science communication? To see the connection, let us go 
back to Gomes da Costa (2019). Gomes da Costa suggests 
that criticism of the deficit model has been affected by 
misunderstanding: critics seem to have taken for granted 
that the model implies filling a gap (the “deficit”) of factual 
information that the public allegedly lacks. However — 
Gomes da Costa notes — already in so-called “Bodmer 
report” (Royal Society of London, The Public Understanding 
of Science, 1985) one can find much emphasis on how public 
awareness should be increased as concerns key elements 
of method for the construction and assessment of scientific 
contents. Da Costa’s (2019) claim is that, if this point is 

appropriately retained, then the deficit model can remain 
significant in the analysis and design of interventions. In 
this way, however, the assumption that “there exists a group 
that detains the knowledge and skills deemed essential 
to understand the world and to deal with contemporary 
challenges, and another group that don’t have relevant 
knowledge to deal with these matters” (Gomes da Costa 
2019) remains unscathed, with the only caveat that now the 
conveyance from one group to the other includes aspects 
of methods in addition to purely factual information. As 
seen above, in the “mixture” model, this assumption is 
challenged directly, claiming for the “public” access to 
specific forms of knowledge outside the boundaries of 
institutional scientific work. And in this case, too, I would 
like to suggest different and independent reasons to revise 
a sharp distinction between scientists and laypeople. 
Humans largely share their basic cognitive structures, 
generally efficient but prone to systematic errors too (Jeng 
2006 provides an interesting discussion), and distinctive 
methodological principles of scientific inquiry turn out to 
be rather “unnatural” for both experts and non-experts. In 
fact, precisely there lies much of their crucial importance.

Insights
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The preface – knowledge and
uncertainty

1. Which one of these opposite statements you find 
more convincing?
1a. What Prof. K writes in the Preface does not 

make sense: it’s inconsistent.
1b. What Prof. K writes in the Preface is perfectly 

consistent and sensible.
2. Which one of these opposite statements you find 

more convincing?
2a. The main claims in Prof. K’s book will 

probably include many pieces of true 
knowledge.

2b. The main claims in Prof. K’s book cannot 
include many pieces of true knowledge.

Unlike my previous illustrations, the Preface example 
is not taken from experimental psychology. It’s a story 
adapted from a popular “paradox” (in fact known as 
the preface paradox), much debated in contemporary 
epistemology (see Clark 2002, pp. 166-168). Moreover, as it 
turns out, questions such as 1 and 2 above do not to have 
straightforward answers. In this final part of my contribution, 
I would like to put forward three remarks: (i) first, that the 
most “optimistic” pattern of responses, namely 1b and 2a, is 
plausible; (ii) second, that for certain interesting purposes 
the Preface story can be taken as a metaphor of all science; 
and (iii) that the analogy with the Preface example illustrates 

Prof. K is a rigorous and skillful scholar, 
distinguished in her field. She is a Middle Age 
historian and collected the outcomes of her 

recent research work in a book. The text is very 
rich, including 100 distinct main theses — call 
them T1, T2, …, T100 — of significant scientific 
interest. In Prof. K’s book, each of these 100 

claims is supported by arguments whose 
premises are established (e.g., textual findings 
from accessible sources). Arguments in favor 
of each claim are not infallible (like, let’s say, a 

mathematical proof) and yet they’re very strong. 
For these reasons, in the Preface of her book, 
Prof. K writes “for each one of the theses here 
submitted, I firmly believe in its truth on the 
basis of the available evidence”. “On the other 

hand”, she goes on, “I also consider it likely that 
at least one of them be false”.

Insights
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some central philosophical concepts that may be important 
for science communication.

Before we get to points (i)-(iii), however, I will have 
to extend the discussion somewhat. It might appear as a 
(brief) digression, but it’ll turn out to be useful in the end, I 
promise.

Try to ask a physicist if what current physical theories 
state about, say, electrons is true. She will probably reply 
something like: “What do you mean by ‘true’? The formalism 
including the term ‘electron’ yields experimentally testable 
predictions and indeed very accurate ones. If this is what 
we mean, then yes, it’s ‘true’. But we cannot say more 
than this!” If you ask a mathematician a similar question, 
most frequent answers will be of two different kinds. The 
first one sounds as follows, more or less: “I believe that 
mathematical statements are true because they describe 
abstract and timeless entities and structures. But this belief 
is unproven and unprovable: an intuitive faith!” The second 
typical answer (perhaps slightly less popular than the first 
one, but still very compelling for some) says, on the other 
hand: “It does not make sense to claim that mathematical 
statements are true or false, as they do not actually describe 
anything in the real world. Mathematics is like a very 
special kind of game: it provides methods to manipulate 
symbols according to rigorous rules, and that’s pretty 
much all.” These are paradigmatic examples, but of course 

not unique: experts in a certain discipline usually have a 
sketch of the philosophy of their science, and that applies 
to the humanities and social and behavioral sciences too. 
Following a forceful statement by Daniel Dennett, “there 
is no such thing as philosophy-free science, there is only 
science whose philosophical baggage is taken on board 
without examination” (Dennett 1995, p. 21). As a matter of 
fact, all examples above reflect philosophical positions that 
were articulated in a more sophisticated fashion decades 
(sometimes centuries) ago, and were then extensively 
discussed, criticized, revised, and improved. We might call 
such sketchy views “Sunday philosophies”, for they provide 
an expert with quick and plausible answers to queries lying 
outside the scope of ordinary work in labs and departments 
– queries sometimes raised precisely by some meddler in 
unusual contexts, such as a philosopher or a journalist. But 
since “Sunday philosophies” may sound irreverent, I will 
employ the more neutral “ancillary philosophies”.

Normally, science communication professionals have 
been educated in some science (again, non-natural scienc-
es are included here), and are thus familiar with at least 
some elements of ancillary philosophy of science. As point-
ed out above, ancillary philosophies offer an epistemolog-
ical and psychological foothold for members of a target 
disciplinary community. Precisely for this reason, however, 
they have not been devised as a sound theoretical basis for 
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activities and projects of science communication in gener-
al. Let us take a major example. As I see it, a key philosoph-
ical problem for recent debates on science communication 
is the possible conciliation of knowledge and uncertainty. 
Indeed, in many contemporary societies the fallibility of sci-
ence (to some extent illustrated by its very historical evolu-
tion) is a culturally acquired datum, deserving acknowledg-
ment and inviting further clarification. On the other hand, 
science is still considered as a unique and extraordinary 
source of knowledge to understand the world and guide 
individual and societal choices – a fully motivated appre-
ciation, which also amounts to a form of social capital to 
be preserved. Is there a coherent theoretical view by which 
these two different ideas (fallibility and knowledge) can be 
taken together? Trying to derive an answer from ancillary 
philosophies is bound to fail, I submit: for the reasons out-
lined above, they do not display the right features of rele-
vance and generality. And this brings us back to William-
son’s (2019) article, and to the Preface example.

Williamson emphasizes the need to keep three key 
elements distinct: reality, data, and theories. Following his 
illustration (concerning climate change):

“Accurate, effective reporting of science 
must be honest about the nature of the 
scientific arguments without losing the 

reader in technicalities. Achieving even an 
elementary understanding of the science 

requires distinguishing three dimensions: its 
subject (such as the past, present, and future 
climate), evidence about the subject (such as 
measurements of temperature), and theories 

about it (such as a hypothetical mechanism for 
global warming). To confuse any two of these 
three dimensions leads to alarming mental 

muddles, in which no theory lacks evidence, or 
nothing happens unobserved, or a change of 

theory is a change of climate.”

(Williamson, 2019)

Let us make a further step. Data provide support 
(more or less strongly) to theories so that they can become 
accepted: in the traditional epistemological terminology, 
this is the logical relation of justification. The truth or falsity 
of theories, instead, exclusively depends on the relationship 
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between theory and reality: the former may describe (more 
or less precisely) the latter, or not, and what we believe and 
why is entirely inconsequential in this respect. It follows 
that justification and truth are not the same thing. What 
about knowledge? Traditionally, it is often meant to be a 
belief (in a theory) that is true (matching reality) and also 
justified (by available data). This is an analysis of knowledge 
that philosophers have been discussing thoroughly for two 
thousand years or more, but for our current purposes will 
work just right.

Sounds too simple? In his article, Williamson is careful 
to signal how philosophical research (including his own: see 
Williamson 2000) has developed a number of variants and 
important refinements of the basic framework above. But 
remember our goal here, rather modest after all: we mean 
to figure out if it is possible to outline a general view where-
by a conciliation of knowledge and uncertainty is achieved, 
thus facing some underlying demands of science commu-
nication – a purpose, recall, which normally lies outside the 
reach of ancillary philosophies.

And now, we finally get back to the character in our 
fictitious story, Prof. K, who has 100 hypotheses, each one 
strongly supported by available and relevant data. K cannot 
rule out altogether being wrong, but she considers each of 
her hypotheses very probable given the data, and thus be-
lieves that each one is true. As such hypotheses are many 

and distinct, however, the probability that at least one 
among T1, T2, …, T100 is false is also significant (simplifying a 
bit, it is a large sum of many small probabilities), and K is 
aware of this too. So what she writes in the Preface makes 
sense, and we have a reconstruction supporting response 
1b. So far so good. But can we also say that K’s list of ma-
jor claims in her book includes many pieces of knowledge? 
(That was response 2a above.) After all, one could object, for 
each of the hypotheses T1, T2, …, T100, we cannot rule out that 
it’s false. Yes, but wait: we still have good reasons (the total 
available evidence) to think that a good deal of them is true 
— for we just said that each one is very likely given the data! 
So K’s theses are justified beliefs, and many will be true; 
hence, many of them neatly fulfil our traditional definition 
of knowledge. True, we do not know with certainty which 
ones exactly amount to actual knowledge, but to say that 
many pieces of knowledge are among T1, T2, …, T100 remains 
compelling nonetheless

The whole of our science is in a sense just like Prof. 
K’s book. For each of the more advanced and important 
contents (hypotheses and theories), the possibility of falsi-
ty for sure does exist, and thus there also exists the (great-
ly fainter) possibility that all of them are false (Popper, for 
one, emphasized this point explicitly: “the whole of science 
might err”, Popper 1935/1959, p. 5). But nothing forces us to 
assume that knowledge demands complete certainty. Fol-
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lowing our development of Williamson’s (2019) remarks, it 
is most plausible to think that many of our hypotheses sup-
ported by evidence are indeed true, and thus solid ground 
to understand the world and inform action and policy. To 
sum up, knowledge and uncertainty are not incompatible. 
QED.
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